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Recall the Markov chain with Gaussian noise:
q(wslze) = N(As,tCUm B?,t)

for s > t, we have
Ar,t = Ar,sAs,t

Bit = A%,sBit + B72‘,s
for r > s >t. And
q(mt‘msy SU()) = N(Cs,txs + Ds,tx07 Eit)

for s >t > 0 with ) )
Cs,t = As,tBt,O/Bs,O’
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Ds,t = At,OBs,t/Bs,07
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Es,t - Bs,tBt,O/Bs,O'
Now, consider a forward diffusion process:
2
q(@iradlre) = N(Avrae e, Bipact)

We set
Appaee =1 = fiAL,

Bt+At,t = g VAL,
which is consistent with the Euler scheme of Langevin equation:

dXy = — fe Xedt + gedW,y

In DDPM, we require A§+At,t + Bt2+At’t = 1. This basically says f; = g?/2 as
At — 0.
Also recall

q(@i—atlxe, o) = N(Cri—nrxe + Dy y—aro, Eit,m)
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Here we keep the first order At in approximation. So we have
Q(me—adlze, 20) = N(@e + frweAt + gF =20 ——

Now we set
po(ze_nelmy) = N (2 + fiz At 4 g2h* () At, g2 At)

In DDPM, we defined the mean squared loss:

At,offo — Xt Hg

R*(x,) = in B h(z) —
(zt) arg min a(e,z0) (@) B2,

Note that
T
Ot =V, log g(a4]x0)

we recovered the score match loss in continuous diffusion.
The optimizer

h*(2¢) = Va, log q(w,1)

50 pg(xt—at|zt) corresponds to the reverse SODE
dX‘r = (ftXT + QtQVX-r log Q(XT7 t))dT + gtdWT

where 7 =T —t.



Actually, if we use the parameterization in DDPM, then the noise € is indeed

At oxo —
e= -0 L = B, 4V, log q(zt]zo)
By o

And the optimal neural network
6; = 7Bt,0VZ1, log q(gjh t)

In other words, the prediction of € is effectively an approximation of the (nega-
tive) score function scaled by the noise level.
Now we look into the reverse diffusion process. In DDPM, we have

1 1— oy
Ty = \/7047 <xt - meo(l’t,t)) + 02
In SODE perspective, suppose the forward process
dX; = — fi Xedt + g dW
Then the reverse SODE is
dXy = [f1Xi + g7 Vo logq(z, t)]dt + g, dW,

Clearly the diffusion parts are consistent, since o = /3 = Bii—nr =

gtV At.

For the drift part a; = A?’F A therefore
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Moreover,
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We conclude that the discrete and continuous reverse diffusion processes are
consistent.



